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Analysis of algorithm performance for MOD_PR06OD through time

	In this document we analyze algorithm performance of the MOD_PR06OD cloud optical and microphysical properties product over time.
We start with the last available production version of the Collection 4 algorithm used in processing of PGE06 v.4.2.9 (MOD_PR06OD v.4.2.9). We continue with the production version of algorithm used in processing of PGE06 v.51.0.7 (MOD_PR06OD v.5.9.5), which is the current operational algorithm, and complete the analysis with detailed examination of algorithm performance throughout the Collection 6 development cycle. 
We have selected a MODIS granule that would exercise various portions of processing path during the run. This granule is from Terra MODIS 2005, day 091 at 16:40 UTC, Southern US and Gulf of Mexico. Figure 1 illustrates the granule as a set of true- and false-color images. This granule contains a mix of ice and liquid water clouds over land and water surfaces. Figure 2 shows basic retrieved cloud properties set for the granule: cloud optical thickness and cloud effective radius retrieved using 1.6, 2.1 and 3.7µm channels.  This MODIS granule contains 68% cloud, which quite closely matches an average-case granule that might be presented for retrieval. 
Figure 3 shows the graphs of algorithm performance through different code versions. Figure 3a shows the graph of execution time and figure 3b shows memory usage during code execution on granule in Figure 1. The values are relative to the current operational MOD_PR06OD algorithm, thus values indicated as C5 are both 1.0 for execution time and memory usage. All tests, with the exception of C4 were conducted using a MacPro computer with 2 Quad-core Intel Xeon processors at 2.8GHz each. The machine had 6 Gb of 800 MHz DDR2 RAM. The C4 test values were obtained by running the C5 baseline and the C4 code on a Linux machine with 8 Dual-core Intel Xeon processors at 2.66GHz each. That machine had 16Gb RAM total with 2Gb available to each processor. Having two runs we were able to compute fractional memory and time that way. 
We first executed the current operational MOD_PR06OD algorithm and created a baseline for comparison in terms of time and memory. Next we evaluated all the development versions of Collection 6 MOD_PR06OD code that were submitted for science test to MODAPS. For detailed explanation and description of each science test with before and after global images one may reference: 

http://modis-atmos.gsfc.nasa.gov/team/pge06_test_details.html

	Here we will give a brief description of tests with explanation centering not as much on the science changes but on performance impacts of said changes. Science test 1 (ST1) focused mainly on cleaning up unused variables and junk arrays that used a small amount of memory. Due to the fact that we wished to use 1-km resolution cloud top pressure and temperature, but UW-Madison team had not delivered the algorithm that would do such retrieval yet, we used our own version of 1-km resolution cloud top properties and ST1 code was the first one to read those properties from disk without expanding the arrays to 1km after reading. Those changes led to some very minor improvements in memory use (about 2Mb less) and no noticeable impact on execution time. 
	Science test 2 (ST2) focused on implementation of an additional set of multilayer cloud detection tests. We’ve added reading of two additional channels and extra computations were also added. Additional memory requirement was less than 1Mb and additional computational time needed was less than 30 seconds, so there was no significant impact on performance values. 
	Science test 3 (ST3) saw elimination of asymptotic theory that had kept the size of forward lookup tables in check for C4 and C5. We have simplified the interpolation of libraries, eliminating costly spline fits. However library array size had increased 8-fold and as the old infrastructure kept the entire library arrays in memory at once, the memory usage increased dramatically. In addition to removing asymptotic theory calculations, we also effectively moved some of the calculations that were done by the library-generation code into the retrieval stage. This was done in order to increase accuracy of library reflectance calculations, with single scattering component of reflectance being added on-the-fly. The single scattering calculations were quite expensive and execution time increased by a factor of 5. We also changed the size of processing field from 10 lines retrieved across-track for 13540 pixels to 99 lines retrieved along-track for 200,970 pixels per chunk, which also increased our memory footprint. 
	Science test 4 (ST4) was testing a different set of production rules. We did not change the code in any way and so ST4 results are identical to ST3. 
	Science test 5A (ST5A) was an infrastructure change test in preparation for integration of full Cox-Munk ocean BRDF libraries that effectively added another dimension to library arrays stored in memory. The entire library space had expanded to 17Gb and could not possibly be brought into memory all at once. An adaptive library reading technique was implemented where granule portion was analyzed prior to retrieval to determine the range of angle space used and only that required portion of libraries was brought in from the file. This test saw a dramatic drop in memory use because now only a tiny fraction of library space was being read. We also improved execution time by creating a more sophisticated interpolation pattern with angle interpolation thresholds based on scattering angle and position within granule in addition to existing sensor and solar zenith and relative azimuth thresholds. We were able to improve execution time despite now performing retrievals for both ice and liquid phase simultaneously, effectively doubling the amount of work the code had to perform. Once the cloud thermodynamic phase was known, a single final answer would still be stored, but both sets of retrievals were done. Beginning with ST5A the memory usage is variable with a steady-state and a peak value as memory usage would change with different chunks of granule being processed.
	Science test 5 (ST5) saw integration of full Cox-Munk libraries. The memory usage increased because we had to bring in six additional files for forward libraries themselves, plus six additional files for standard deviations used for retrieval uncertainty calculations as we no longer had a fixed value of uncertainty due to surface albedo for ocean surfaces. We also had to read in wind vectors from GDAS fields. Due to implementation of additional optimizations, increased work of interpolation along wind speed dimension, additional uncertainty calculations and wind speed management, only led to very modest increase in execution time and memory use. 
	In science test 6 (ST6) we started using L1B pixel-level uncertainty as estimate of measurement uncertainty instead of a fixed value used previously. This change required reading of an additional array for every band used and additional calculations. Overall impact of this change was quite minimal, however. 
	In science test 7 (ST7) we implemented temporal interpolation of GDAS fields, now reading two GDAS files and temporally interpolating them to match granule time instead of using closest one. Memory usage increased because now we stored more information, however execution time increased only minimally because additional linear interpolations are quite inexpensive. 
	Science test 8A (ST8A) saw infrastructure changes in preparation of integration of UW-Madison’s IR window (IRW) retrieval for low clouds so that 3.7µm retrieval could be performed iteratively. We've had to rework our ancillary data handling framework so that we could perform same required model atmospheric profile manipulations as UW-Madison code did. Even though the profiles were expanded to 101 levels from 26 levels we were able to incur no memory penalty and actually slightly improve our execution time by optimizing the ancillary data handling and using smarter access and storage methods. 
	Science test 8B (ST8B) saw further infrastructure changes in preparation for the IRW retrieval. We integrated UW-Madison's forward transmittance model calculations and their land surface emissivity lookup table. Again, by making smart engineering decisions we were able to accomplish those goals without incurring a significant memory penalty, even though we ingested even more data than before. ST8B code is the first code that was certified on the GNU Fortran 90 compiler Gfortran. By using freely available Gfortran instead of costly and not particularly stable Intel Fortran, we were able to implement compiler optimizations that were previously off-limits to us on the OS X operating system. Thus we were able to significantly decrease the execution time of the MOD_PR06OD code on the test platform. Certifying the code on a freely available compiler also works to reduce costs for the group as license fees for Intel Fortran would no longer be a required budget item. 
	Overall this document serves to summarize work done up to this point in time on maintaining and improving the MODIS cloud optical and microphysical properties algorithm, MOD_PR06OD, executing at MODAPS as part of PGE06. 



Figure 1: Terra MODIS 2005 day 091 16:40 UTC Southern US and Gulf of Mexico. 


Figure 2: Basic cloud optical and microphysical properties set retrieved for the granule Terra MODIS 2005 day 091, 16:40 UTC.  




Figure 3: MOD_PR06OD algorithm performance
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